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Hey AI, tell me about privacy in healthcare and research

by Karen Habercoss, MBA, MSW, CHC, CHPC, CHRC, CCEP, CDPSE, CIPM, and Emmelyn Kim, MA, MPH, MJ, CHRC

General use of artificial intelligence (AI) became available through OpenAI’s introduction of ChatGPT—a chatbot
—on November 30, 2022. This led to broader public adoption of the technology, quickly reaching 100 million

users in two months.[1] However, the quick uptake and pace of AI development had led to concerns and calls for

global generative AI regulation by the CEO of ChatGPT in 2023 during congressional testimony.[2]

Additionally, over 1,000 technology leaders and researchers called for a pause to advanced AI development, citing

risks.[3] Despite AI’s rapid development and use, risks may still be unknown; therefore, guardrails through
regulatory frameworks may be required.

The EU has already been leading efforts to develop the world’s first comprehensive AI regulatory framework
through its AI Act as part of its digital strategy. This framework was proposed by the European Commission in
April of 2021 and is centered on the development and use of AI classified by risk to the health and safety or

fundamental rights of a person.[4] The EU AI Act—recently passed by the European Parliament in March 2024—

is anticipated to be in force by mid-2026.[5]

The U.S. government has also taken some preliminary steps to address AI by publishing a draft blueprint for an AI
Bill of Rights outlining five principles and associated practices to promote trustworthy AI. This includes privacy

standards and rigorous testing before AI becomes publicly available.[6] President Joe Biden also issued an

Executive order on Safe, Secure, and Trustworthy Artificial Intelligence on October 20, 2023.[7] The directive
serves to promote new safety and security standards while protecting privacy and advancing equity and civil
rights, among other aims. As calls for regulation grow, the EU and U.S. announced a collaborative effort to
develop a voluntary AI code of conduct to harmonize practices, set standards and principles for AI development

and governance while regulations are developed and work their way through legislative processes.[8]

In the U.S. healthcare industry, the use of generative AI presents not only many opportunities but also risks if not
carefully vetted, implemented, and monitored. One of the major risks of using AI in the healthcare industry that
compliance and privacy professionals and businesses must pay attention to is the potential for privacy violations
of regulated data. Additional concerns include security, protection of intellectual property and proprietary

information, and ethical concerns.[9] As compliance and privacy leaders in healthcare and academic research
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settings assess risks, policy gaps, and develop future work plans, the following are some potential considerations
for AI.

AI overview
Loosely defined as computer software or machines that can represent human intellect independently, AI in
healthcare may take several forms. Common types include machine learning (ML), deep learning (DL),
generative AI, and large language models (LLM). Overall, what is important to recognize is that AI requires large
amounts of information and data to train its models for accuracy and validity. As the name implies, machine
learning involves using computers to adapt and make conclusions after being trained with sequenced operational
instructions—also called algorithms—and large data sets. Deep learning builds from machine learning to further
recognize and demonstrate multifaceted patterns within data that humans otherwise wouldn’t easily identify.
Generative AI uses algorithms and data inputs to produce novel data, images, video, text, code, or other content
types for further use. LLMs are specifically focused on creating text and linguistics similar to a human’s use of
language.

Some examples of current clinical uses of AI in healthcare are chatbots interacting with patients to assist in
appointment scheduling or the processing of prescription refill requests, the transcription of the physician–
patient verbal interaction during a visit into medical record documentation and coding, analysis of radiologic
scans as an augmented review to propose medical interventions, remote patient monitoring of sleep patterns or
blood pressure through a wearable or implantable device, smaller development cycles for new medications

undergoing research, development, and trials, and greater user accuracy in robotic surgery.[10] Healthcare
payers can use AI to synthesize claims management data or identify potential for fraud. All of these and more
hold great promise for the future of healthcare for efficient and quality-based patient care as long as privacy
issues are considered. The use of patient and healthcare consumer information in AI technologies can present
problems in the areas of consent for data collection, data retention, transparency and secondary use of data,
limitations and minimum necessary requirements, and unintended consequences of data spillover where

information is obtained for unplanned individuals.[11] These—in addition to potential for re-identification and
data inadvertently or impermissibly shared with external third parties—can have trust, regulatory, and legal
consequences, with conviction in the use of AI being one of the strongest concerns. According to a Pew Research

Center report, 60% of Americans express discomfort with the use of AI for disease management.[12]

Even as formal regulations are being deliberated and enacted and the landscape is ever-evolving, there should be
a continuous and conscious effort to evaluate the use of AI against all relevant current federal, state, and
international laws, with HIPAA and the EU General Data Protection Regulation (GDPR) being primary ones. Both
contain principles that already address privacy requirements that will need to be appraised concerning AI.
Maintenance and enhancement of current policies and procedures remain applicable as with any new or
emerging area of technological influence. AI, at its core, is technology-driven and, therefore, should follow a
similar privacy analysis, risk review, and mitigation planning cycle that would be performed when any new
process or technology that uses data is introduced into a healthcare environment. In this case, it involves
significantly larger scopes of service, scaled sizes, and amounts of data inputs, thereby potentially increasing the
privacy risk.

Healthcare considerations
One initial consideration is whether current policies and procedures sufficiently account for an AI model
developed internally, with its own data for the sole use of the entity, or the AI is purchased through a third-party
vendor, whether the AI is publicly available for use. Each scenario requires its own deliberation and needs updated
governance. Generally, an entity that develops its own algorithms and trains proprietary AI with its own data
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may seek to do so for its own internal quality or research initiatives. It may want to consider how much and what
types of data can be used following HIPAA and regulatory requirements such as minimum necessary standards or
contemplate the transparency of its data use to patients and consumers through its privacy notices and the
maintenance of confidentiality with the security of its systems with technology and IT security.

AI purchased for healthcare uses through a third-party vendor often requires valid contractual agreements that
define the data specifications up-front and offer legal and regulatory protections if a data breach occurs by a
third party—especially with the data size. The business’ standard supply chain, technology feasibility, and
procurement processes should consider AI and privacy requirements in addition to privacy by design. It can be
helpful for compliance and privacy departments to be stakeholders as part of these processes by providing
guidance on privacy requirements and best practices.

Considerations under HIPAA for third-party AI technologies accessing protected health information (PHI)
include using valid business associate agreements. Other international laws may also require certain contracts to
be in place, depending on the relationship. The business owner of the data must be aware of and consider further
use of data by the third party. This could be in de-identified form to continuously train the third party’s AI
models either for the benefit of the software program that the entity is a party to for enhancements or even for
use in the third party’s development of their own future products that the business may not choose to purchase.
The business needs visibility and knowledge into potential secondary data uses regardless of the data form. This
includes whether the third party indicates that data will be de-identified and aggregated with other nonaffiliate
companies’ data as a condition of purchasing the product or service. This could present a risk of little to no ability
for the business to verify if the data is actually de-identified or anonymized in compliance with regulatory
requirements. Also, the business needs to consider the level of cybersecurity incident and liability coverage the
third party offers. Both issues may impact the business decision about purchasing and using third-party AI
software—even if the use case could offer potential benefits in patient clinical care.

The use of free, publicly available, generative AI in healthcare poses regulatory and legal risks. Data added to
public AI technology, such as ChatGPT, could be used to continuously train public models. As a result, it may
increase the risk of impermissible acquisition, access, use, or disclosure of data under HIPAA and other federal,
state, and international privacy laws if shared with the company and other users without the required contracts
and protections. Other risks may be unknown due to lack of visibility into how publicly available AI technologies

accumulate, use, and share the inputs.[13] Therefore, evaluate strategies for education and training to the
business on the hazards of entering and storing sensitive, confidential, or regulated data such as personally
identifiable information, PHI, highly confidential information, or even nonregulated company strategic data.

Once the compliance and privacy departments obtain an understanding of the business vision and strategy for AI
use and a review of laws and relevant regulatory responsibilities occurs, a gap analysis could be conducted. This
can assist compliance and privacy in working with key business stakeholders throughout the organization to
ensure privacy requirements are understood in each area. This can include IT, marketing, clinical operations,
health information management, finance and revenue cycle, research, and other vital areas.

Because the dependability of AI systems in healthcare is reliant upon large volumes of medical data, including
those of special populations such as children or that of highly sensitive types—for instance, mental health,
substance use, genetics, communicable diseases, child abuse, sexual assault, etc.—consider the implementation
of privacy by design principles or a proposed transparency model to ensure regulatory, social responsibility, and

data lifecycle items are rigorously addressed.[14] Emerging and current privacy enhancing technologies and
techniques like differential privacy, use of synthetic data, encryption, distributed analytics, role-based access
procedures, can have both respectable applications and challenges with AI that compliance and privacy
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professionals should be aware of.[15] Figure 1 provides a brief overview.

Figure 1: Organization for Economic Co-operation and Development overview of privacy enhancing

technologies with applications and challenges[16]

Note: (*) Only one application has been included for the sake of readability.

Compliance and privacy will want to review policies, procedures, other established internal governance
structures, privacy committees, and education programs to account for AI usage. For example, productivity tools
such as a free, AI-based meeting assistant that connects to business emails and calendars might consume and
use available PHI and other regulated data in business meetings. Lacking a fully contracted, enterprise-
compliant version of the AI meeting assistant software could potentially implicate an impermissible PHI
disclosure requiring mitigation and a risk of compromise assessment for potential breach impact. Accordingly,
education programs can integrate how the company uses AI while promptly reinforcing expectations from
established policies and reporting concerns.

Understanding and using recognized privacy and AI frameworks helps mature an entity’s overall compliance and
privacy programs. It can allow for characterizing success capabilities and regulatory requirements while

mapping each back to a specifically aligned business purpose.[17] Some examples include the National Institute of
Standards and Technology (NIST) Privacy or AI risk management frameworks, both available on the NIST
website. Establishing an AI data steering committee or incorporation into a subcommittee of a current data or
privacy committee can be a way to leverage critical parts of a framework. Compliance and privacy departments
will need to collaborate with leadership and employees of the business to make sure any content disseminated
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from the use of AI is accurately generalizable, meets the business’ own developed standard for interpretability,
fairness, and lack of bias, is complete and maintains a high level of ethical standard. Figure 2 notes the NIST

characteristics of trustworthy AI.[18] The use of AI technology should also align with a company’s code of conduct
to ensure that data use remains consistent with the organization’s privacy requirements and awareness of any
auditing and monitoring of AI that will happen.

Figure 2: Characteristics of a trustworthy AI systems. NIST Artificial Intelligence Risk Management

Framework (AI RMF 1.0) [19]

Academic considerations
The use of AI tools in academia will also necessitate education and the development of standards and policies
around their use. The International Committee of Medical Journal Editors added a section on AI-assisted

technology outlining paper submission standards for authors on disclosure and appropriate use of AI.[20] This
includes disclosing how AI is used in work and not allowing chatbots to be listed as authors. Ensuring human
oversight of outputs is essential, especially reviewing for completeness, accuracy, and bias. Authors must also
assert no plagiarism in both text and visual outputs. Researchers using publicly available AI tools to analyze
study results must be careful about uploading PHI and other proprietary and sensitive information without the
appropriate agreements and safeguards in place. Given the public’s use of AI tools, consider incorporating this
topic in academic and ethical and responsible conduct of research curriculums to modernize education at
academic and research institutions. Discussions on ethical use, privacy, security, and integrity are essential
elements to include. Compliance and research integrity officers may need to anticipate such issues and think
about technical and subject matter expert approaches to handle research misconduct allegations involving AI.

In-house research and development of AI/ML tools
Internal research and development of AI/ML technologies in the academic healthcare setting requires additional
considerations. This includes the appropriate infrastructure and governance to vet and evaluate the process,
including development, use, and monitoring for performance and risks. The development of software that uses
AI algorithms may not be considered human subjects research per the federal regulatory definition early on—
especially if being developed and tested using de-identified data. As a result, this may preclude review by an
institutional review board (IRB) but may necessitate review by an ethics committee with the expertise to review
AI/ML. Even when the project requires IRB review, ensuring that the appropriate ethical questions tailored to
AI/ML projects are asked and having committee members with the expertise to review such projects will be
necessary. This may require established IRBs to develop separate applications and workflows for AI/ML projects.

Human subjects research regulations have yet to be modernized and may present challenges in their
interpretation with AI/ML technologies. The Secretary’s Advisory Committee on Human Research Protections
(SACHRP) published IRB Considerations on the Use of Artificial Intelligence in Human Subjects Research to

address such challenges.[21] This includes reevaluating the definition of human subject research and the use of
identifiable private information in the context of AI, which one could argue that an individual could be identified
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in a de-identified data set with enough data. They also acknowledge that such AI/ML projects will likely require a
waiver of informed consent (and a HIPAA authorization waiver) due to the size of data sets involved in
conducting the research practicably; thus, regulatory protections could be limited. Therefore, reviewing patient
privacy notices for research uses and consultation by AI governance and privacy and security committees should
be considered to evaluate the privacy and ethical risks and mitigation factors.

Regulatory knowledge of the U.S. Food and Drug Administration (FDA) rules is essential, especially as some
AI/ML-based software are considered medical devices as per section 201(h) of the Federal Food, Drug, and
Cosmetic Act (FD&C Act). Technologies classified by the FDA as Software as a Medical Device require regulatory
oversight. Recognizing the acceleration in this area, the FDA published its regulatory approach and proposed

framework for AI/ML technologies.[22] The FDA also released guidance on Clinical Decision Support software
with criteria and specific examples of when such software would be considered a medical device as per the FD&C

Act.[23] Furthermore, the FDA released final guidance on cybersecurity for medical devices that will need to be

considered.[24] Therefore, having regulatory and IT expertise to review and weigh in on regulatory and security
considerations for AI/ML software development will be imperative for review of in-house developed AI/ML
projects and research protocols.

Often, AI may be developed in partnership with an external third party or entity seeking to commercialize
products. It will be necessary to ensure that appropriate agreements are in place regarding the use of the data,
licensing, intellectual property, and privacy and security safeguards. Lastly, thinking about the long-term plan
around cost, maintenance, troubleshooting AI/ML software, evaluation of performance, and monitoring over
time is vital, especially if being used for healthcare and quality purposes.

Conclusion
Compliance and privacy professionals can stay ahead by upskilling and learning about how their entity currently
uses AI and its future strategy and use cases. Tracking regulatory developments domestically and globally will be
crucial, as this will require organizations to update their infrastructures, policies, educational programs, and
contracting processes. This includes evaluating structures to enable effective review and oversight of AI for
clinical, operational, and research use.

Compliance and privacy leaders should consider including AI in developing their privacy programs through a
recognized framework, risk assessments, monitoring, and discussions with the board and executive leadership.
Most importantly, compliance and privacy professionals need a seat at the table to gain first-hand knowledge of
how their own business is currently and contemplating future use of AI. Ideally, stakeholders and cross-
functional committees are consulted by the business before establishing an AI strategy, initiating and
maintaining corresponding governance, and throughout the progress of internally developed AI models. Finally,
developing and maintaining policies and guidance that evolve with emerging technologies and new risks will be
paramount.

Takeaways
Reviewing current and future artificial intelligence (AI) business use cases requires up-to-date knowledge
of the evolving privacy regulatory landscape.

Publicly available, nonenterprise versions of generative AI pose privacy risks due to the potential for
impermissible disclosures under the law.

Using a recognized privacy and AI framework can help measure the successful adherence of business use

Copyright © 2024 by Society of Corporate Compliance and Ethics (SCCE) & Health Care Compliance Association (HCCA). No claim to original US
Government works. All rights reserved. Usage is governed under this website’s .

- 6 -

Terms of Use

https://compliancecosmos.org/#footnotes
https://compliancecosmos.org/#footnotes
https://compliancecosmos.org/#footnotes
https://www.hcca-info.org/terms-use
https://www.hcca-info.org/terms-use


cases to requirements.

The use of AI tools academically requires the development of standards, policies, and education on ethical
and responsible use.

In-house AI/machine learning development and research requires appropriate governance, review,
regulatory knowledge, and monitoring.
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